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Funkéna zavislost, uzavery a bezstratova dekompozicia
- Funk¢na zavislost’ (FZ) a nadkla¢ (H, R, r)
- Funkény a atributovy uzaver
- Bezstratova dekompozicia

Funkéna zavislost’ (FZ) a nadkliu¢ - H,R, r

Uvazujme relaént schému R(. /), kde .-/ je mnozina atributov

NazovTab(A1, Az, ..., An) = NazovTab(A1:T1, A2:Tz, ..., AniTh)
- Hlavi¢ka H je mnozina vSetkych atribitov. Rela¢na schéma R = {nazov relacie, mnozina
atributov a ich typy}. Relacia r ako inStancia R (tabulka) je mnozina n-tic. Hlavicku ma R aj r.

Definicia

Nech X a Y su mnoZiny atributov H. Hovorime Ze,
Y funkcne zavisi od X vzhladom na H (X funkéne urCuje Y; X je determinant) X -,
ak pre fubovolné dve n-tice, v ktorych X atributy sa rovnaju, plati, Ze rovnaju sa aj Y atributy, tzn.
tX] =t2[X] = ti[Y]=t[Y].

Poznamky:

- kazdej hodnote X zodpoveda prave jedna hodnota Y

- vyraz X — Y je funkéna zavislost’ (FZ), funkéna zavislost X — Y je trivialna, ak Y je podmnozinou X
- tije tuple/ntica/riadok tabulky a ti[X] je priemet riadku ti na mnozinu atributov X

- AKtje n-tica/tuple/riadok tabulky r, potom t[X] je obmedzenie t na mnozinu X. Teda t[X] je tiez n-tica,
ktora sa nazyva projekcia n-tice t na X, potom ti[X] je projekcia riadku ti na mnozinu atribatov X.

FZ X — A sa povazuje za funkciu, ktora spaja s kazdou hodnotou X nejaku jedine€nu hodnotu A

a t[X] jedine€ne urcuje hodnotu t(A). A

Priklad. Nech dana tabul’ka reprezentuje sucasny stav relacie R(A,B,C).

Ktor¢ z nasledujtcich FZi platia v R na zaklade jej sicasného stavu:

a) A-B, b)B—>A, ¢)A-C, d)C->A e)B->C, f)C->B?
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Interpretacia. Uvazujme R{,;/, 7} s ./ ={D,S,P} a.7 ={DS>P},

kde D-dodavatel’, S-suciastka, P-projekt. Potom DS—P znamena:
I'ubovol'ny dany dodavatel’ dodava D danu suciastku S najviac do jedného projektu P.

Vlastnosti (podrobnejsie pozri nizsie)

A — B1B2...Bk & A — B;, i=1,2,....k Treba dokazat' v oboch smeroch (niz§sie)
rozStiepenie => <= spojovanie

Tranzitivnost: AiAz...An —»> BiB2..Bk & BiB2...Bk— CiC2...Cm => AjAz...An — CiC1..Cm

Def. 1a Nech X je mnozina atributov hlavicky R. X je kandidatny klt¢ (pre R), ak:

a) X funk&ne urcuje vSetky ostatné (neklfucové) atribaty R.

b) ziadna podmnozina X neurCuje funkéne ostatné atributy.
Def. 1b Kandidatny kI'ic (pre r) je fubovolna mnozina stipcov X, ktoré maju v kazdom riadku jedine¢nu
kombinaciu hodnét a odstranenim fubovolného stlpca z X by sa vytvorili duplicitné kombinacie hodnét.

Poznamky:
1. (Kandidatny) kI'U€ pre relaciu R je minimalna mnoZzina atributov X, pre ktoru plati X— ./ resp.R

v Def. 1b sa predpoklada, Ze relacia r ako inStancia R je mnozina (teda bez duplicitnych n-tic)

ak tabulka ma klué, potom v nej vSetky riadky su rozdielne
z bodu a) def. 1a vyplyva, Ze dva rozdielne riadky R sa nemézu rovnat na X.

rown




Relacia mdze mat viac kandidatnych klu€ov — z nich sa vyberie jeden — primarny kFag.

Def. 2 Hovorime, ze mnoZina atribitov X je podkla¢ (PK) / nadkla¢ (NK), ak X je podmnozinou /
nadmnozinou nejakého, aspon jedného kandidatneho kl'uca, X < KK; / KKy < X.

Poznamky:

- nadklu¢ (superklag) je lTubovolna nadmnozina kluca.

- Pre nadkl'i¢ X plati: relacia nema dva rozdielne riadky s rovnakymi hodnotami pre atribity z X.

;x ? ?0 K Je {A,C} nadkla¢?
1 Z 20 B -A->B
L |10 |B -AC->B
2 L 30 B
: o T " -A,C->BD

Priklad. Kompozitny klué

Relacia: dielo

Autor NazovDiela Rok Vydavatel PocetStran Zaner
J.Austin Sense and Sensibility 1811 T.Egerton 320 Romance
A.C.Clark Cradle 1988 Warner Books 293 Scifi
G.Lee Cradle 1988 Warner Books 293 Scifi
A.Hejlsberg  The C# Programming Language 2003 Addison Wesley 672 Software

S.Wiltamuth
P.Golde
A.C.Clark
A.C.Clark

e Autor mbze n

¢ Nové vydanie\(dotla€) uvazujeme za to ist¢ dielo
o (Dielo bez autdra — Biblia?)

The C# Programming Language 2003 Addison Wesley 672 Software
The C# Programming Language 2003 Addison Wesley 672 Software

NazovDiela, Rok jednozpacne urcia aj Yydavatela, aj PocetStran, aj Zaner (spojovanie):

- NazovDiela, Rok — RocetStr &> NazovDiela, Rok — Vydavatel, PocetStran, Zaner
- NazovDiela, Rok — Zaner

Lenze:

- NazovDiela, Rok, \ neurégdje Autora, lebo niektoré diela maju viac autorov

Podobne:

- Rok, Autor neuréuje NazovDiela, lebo autor v danom roku mdze napisat rézne diela

- NazovDiela, Autor " neuréuje Rok, lebo podfla predpokladu * Autor s tym istym nazvom méze
napisat viac diel (v réznych rokoch).

Ale trojica NazovDiela, Rok, Autor je determinat.

NazovDiela, Rok, Autor - je kl'a¢.

Skutocne:

VySsie sme ukazali, ze

a) trojica NazovDiela, Rok, Autor uréuje vSetky atributy - je determinat,
b) Zziadna jej podmnozina neurcuje funkéne ostatné atributy.

Existuje aj iny kfu¢?



Pravidla pre funkéné zavislosti

Pomocou nasled. pravidiel m6zeme vytvarat’ nové funkéné zavislosti alebo dokazat/, Ze ide o funkcnu
zavislost'.

Uvazujme relaéna schému R=R(./ ,.7 ), kde .-/ ={A1, ..., An}, ./ ={FZ4, ..., FZx}.

Vlastnosti funkénych zavislosti (Armstrongove pravidla)
Al) x c y = y — x reflexivnost’ (triv.zavislost')

A2) x —» y = Vz: xz — yz augmentation Veta. Armstrongove pravidla
A3) x >y & y - z = x — z tranzitivnost’ - st korektné — nové funkcné zavislosti Fi
odvodené z A1-A3 platia pre kazdu inStanciu R
;_r- I)Nech {AB — C, CD — E} = ABD - E - st iplné — P'ubovolnt funkéna zavislost' Fi je
ieSenie:

mozné odvodit’ z A1-A3 pre kazdu inStanciu R

QSD_) _S:C-;ga_nAez) - vlastnosti A1-A3 st nezavislé a bez
CD - E - dané hociktorej z nich uplnost’ je narusena
ABD — E - A3)

MHExx—->y)&Ex—z)=>x—>yz Do6kaz: 11) pomocou Armstr.

III (x > y) & (wy > z) = wx > wz a) x >y = x — xy podla Al), A2)

IV) (x > y) & (zcy) = x — z - dekompozicia b) x —» z = xy — yz podla A2)

¢) x — yz podla a),b), A3)
Na cviceni dokazat' 5), 6).

Dokazme A2): 1) na zaklade definicie, 2) sporom.

Kontrapriklad, ze v A2) z pravej strany nevyplyva
l'ava strana: xz — yz plati, ale x — y nie.

»—A»—A»—Ax
o> (>N
QR R |

Dalsi dokaz
Priklad. Dokazte pomocou definicie a aj pomocou Armstrongovych pravidiel

X -5YZI=X—->Y &X—>Z
Podla definicie: uvazujme
(X1, Y, Zy ]
(X2, Ys, 2, ]
KedZe X; = X, ,takY,Z; = Y,Z, , potom plati, Ze ak X; = X, , takY; =Y, a zaroven ak
X, =X,,tak Z; = Z,.

Podla Armstrongovych pravidiel:
X—>YZI-oY=>X-—>Y
A1, 43,
X—>oYI—-7ZI=>X—>17
A1, A3,

Uzavery (Closures)

Funkény uzaver F*



Uvazujme relaént schému R(.</,.# ), kde .o/ a . si mnoziny atributov a FZi,anech FZ F <./ .

Funkény uzaver F je mnozina vetkych FZi, ktoré vyplyvajii z F pomocou Armstrongovych pravidiel.
F*= {vietky X>Y, ktoré vyplyvaji z F}

Podobne sa definuje funkény uzaver .7 *: .7 *= {vietky XY, ktoré vyplyvajuz ./ }

Korektnost ArmPrav: ak X—Y je odvodend z . (pomocou ArmPrav), potom X—Y € .7 *.
Uplnost’ ArmPrav:  ak XY € ./ ¥, potom X—Y je odvodena z . (pomocou ArmPrav).

Atribttovy uzaver A" = A" |7

Uvazujme relaénti schému R(.</,. ) a mnozinu atributov 4 <./ .
Uzaver A" = A" | .7 atribitov A vzhPadom na mnozinu FZi .7 je mnozina vietkych atributov X <./,

pre ktoré FZ A—> X logicky vyplyva (teda napr. na zaklade Arm. pravidiel) z ./, A'= {A IFEX> A }

Algoritmus atribiitového uzaveru:
a) Nechje X ={A}.
b) Cyklus: nech BieX, i =1,m,
hladame FZ B, ..., Bn — Ctaka, 7e Ce .7 ,ale C ¢ X
=> dodame C do X, tznmC 3.
¢) Na konci A =X

Priklad 1a). Uvazujme relaént schému R(./,.7 ), kde .o/ = (A,B,C,D,E,F) a
# ={AB—>C, BC>AD, D—E, CF->B}. Urme {A,B}".
Riesenie.
a) Namiesto X={AB} mo6zeme uvazovat’ aj X={A,B}, lebo AB—A a AB—B.
b) Pretoze I'ava strana AB—C je v X, preto pravu stranu dodame do X, X={A,B,C}.
Pretoze I'ava strana BC—>AD—D je v X, preto Cast’ pravej strany dodame do X, X={A,B,C,D}.
D—E => X={A,B,C,D.E}.
¢) CF—B nic. => {A,B}"={A,B,C,D,E}.

Vseobecny princip, pomocou ktorého mézeme stanovit, ¢i z jednej FZ; vyplyva druha FZ,:
Uvazujme relaciu R(./,. 7 ), F, <./ a F,: A—> B, kde Ae ./ .

Ak Be A", potomz F, vyplyva F,.

Teda
Be A"
-~ A—>B
Plati aj silnejsia ekvivalencia: Be A" < zF vyplyva F,.
&

Lema: x — y sa da odvodit’' z F pomocou Armstrongovych axiém prave vtedy ked’
y < x* vzhlfadom na F.
Pre kazdy atribit a € y — x*. Plati x — a podl'a definicie uzaveru x*. Podla vlastnosti 4) plati aj x - y.
Naopak nech x — y sa da odvodit’. Potom pre kazdé a < y plati x - a podla 6) a < x™.
Priklad 1b). Pokracovanie predchadzajiceho prikladu. Vyplyvaju z .+ FZi: D—>A a AB—D?
Riesenie.
Zavislost D—A nevyplyvaz .# | pretoze {D}*= {D,E} a A niejez {D}".
AB—D vyplyva, lebo D je z {A,B} *={A,B,C,D,E}.



Bezstratova dekompozicia . ... ..

Pripominame zo zimného semestra, Ze natural join/prirodzené spojenie v relacnej algebre je rl M 12,
kde
rIX2 < rl Mig-ni 12
< SELECT * FROM r1 JOIN r2 ON rl.id =r2.id

Def 1. Hovorime, Ze pre rela¢nti schému R =R (.7 ) dvojica {Ri, R,} je dekompozicia/rozklad (s dvomi
relaénymi schémami Ry a Ry), ak./ = .o/ 1 U./ ». Pouziva sa aj oznadenie{./ 1,.%/ 2}, &i R=R\U Ra.

Def 2. Dekompozicia {Ri, R:}, & {7 1, ./ 12}, je bezstratova (rozklad s bezstratovym spojenim -
lossless-join decomposition) vzhI'adom na mnozinu FZi ./ , ak pre kazdu inStanciu r schémy R, ktora
spliia ., plati
I'[ N4 1] X I‘[/ 2] =T,
teda TEAl(I‘) X TTA2 (l‘) =r, kde Ai = i, 1=1, 2,
¢o jednoducho oznacujeme ako
rXr=r,
CiR X R,=R aleboakoaj ./ | X. 7/ ,= ./ .

Formadlne sa bezstratovost’ definuje pomocou relacie r, ale vyznam je nezavisly od konkrétnych dat,
musi to platit’ pre vSetky mozné relacie nad schémou R.
Kym t[X] ako n-tica sa nazyva projekcia n-tice t na X, r[/ i] sa nazyva projekcia relacie r na. 7

Def 3. Dekompozicia {R1, R2} je stratova, ak R; @ R, D R.
Poznamka: pripad R, 4 R, — R nemdze nastat’.

Kritérium. Dekompozicia je bezstratova, ak asporti jedna z nasledujucich funkénych zavislosti je z . # *
o (W 1in .S ) Ay e FF
o (V1N S )> Ay e FF
teda spolo¢ny(¢) atribtt(y) je (st) nadkl'ai¢om bud’ pre R; alebo R».
Priklad 1:
NechR=R(./ ,.7 ),kde./ = {A,B,C} a ./ = {A— B}.
Ukézme, Ze rozklad { 7 1, ./ 2}, kde ./ 1={4,B} a../ »={A,C}, je bezstratovy (vzhl'adom na ./ ).
Pretoze ./ 1N o/ ,=4, a Aje KKv &/ ,mame (.7 1 N ./ ))=A— ./ 1, lebo{d—A4, A>B}
e 7t
Priklad 2:
Nech R=R(./ ), kde. "/ = { A,B }. Uvazujme rozklad {. =/ 1, .=/ »},kde ../ 1={4} a ../ »={B}.

D4 sa tu rozpravat’ o bezstratovej dekompozicii?
Nie, lebo kvoli prirodzenému spojeniu musi existovat jeden spolocny stlpec!

Priklad 3 na cviceni: Uvazujme rozklad {T:,T.} tabulky T , kde T'={a} a T»={a, b}.

N = ol
I .

a) PresvedcCte sa, ze rozklad bude stratovy (SQL kédom a potom aj pomocou kritéria).
b) Zmeiite jednu hodnotu v tabul’ke T, aby dany rozklad bol bezstratovy (je prienik NK?).

DU. Interpretujte R1 UR2, R1 x R2 a R1 x R2.


https://en.wikipedia.org/wiki/Lossless_join_decomposition

Priklad bezstratovej a stratovej dekompozicie tabulky

(https://onecompiler.com/sqlserver)

-- SQL Server
-- Uvazujme tabulku ABC

drop table if exists ABC

create table ABC(A int, B int, C int)
insert ABC values

(1,2, 3),

(31, 2, 33)

select * from ABC

Navrhnite
-- a) Lossless/bezstratovu dekompoziciu tabulky ABC
-- b) Lossy/stratovu dekompoziciu tabulky ABC

-- RieSenie

-- a) Lossless/bezstratovu dekompoziciu tabulky ABC
-- R(ABC) = R(AB) + R(AC)

drop table if exists AB

select A,B into AB from ABC

--select * from AB

drop table if exists AC
select A,C into AC from ABC
--select * from AC

select "Prazdna tabulka:"
select x.A a, B, C from AB x JOIN AC y ON x.A=y.A

except
select * from ABC -- prazdna tabulka!
select "- prazdna tabulka."

-- b) Lossy/stratovu dekompoziciu tabulky ABC
-- R(ABC) != R(AB) + R(BC)

drop table if exists BC

select B,C into BC from ABC

--select * from BC

select "Neprazdna tabulka:"
select A, x.B b, C from AB x JOIN BC y ON x.B=y.B

except
select * from ABC -- tabulka nie je prazdna
select "- neprazdna tabulka."


https://onecompiler.com/sqlserver

